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Positions

• President, Mohamed bin Zayed University of Artificial Intelligence. (January, 2021 – )
• Associate Department Head of Research, Machine Learning Department, Carnegie Mellon Univer-

sity. (July, 2016 – )
• Founding Director, Center for Machine Learning and Health, Carnegie Mellon University & Uni-

versity of Pittsburgh Medical Center. (March, 2015 – July, 2016)
• Professor, Machine Learning Department & Language Technology Institute & Computer Science

Department, School of Computer Science, Carnegie Mellon University. (June, 2014 – )
• Associate Professor with tenure, Machine Learning Department & Language Technology Institute

& Computer Science Department, School of Computer Science, Carnegie Mellon University. (June,
2011 – June 2014)

• Visiting Associate Professor, Department of Statistics, Stanford University. (Aug, 2010 – Aug 2011)
• Visiting Research Professor, Facebook Inc.. (Aug, 2010 – Aug 2011)
• Associate Professor, Machine Learning Department & Language Technology Institute & Computer

Science Department, School of Computer Science, Carnegie Mellon University. (June, 2009 – 2011)
• Assistant Professor, Machine Learning Department & Language Technology Institute & Computer

Science Department, School of Computer Science, Carnegie Mellon University. (September 1, 2004
– June, 2009)

Entrepreneurship

• Founder, Chief Scientist, Chairman, Petuum Inc.. (2016 – )
Petuum, Inc is a US-based startup company whose mission is to democratize the owning and using
of artificial intelligence (AI) systems and solutions, and make even the most advanced AI technology
accessible and affordable for everyone who needs it. Petuum aims to turn advanced AI technologies
from a rare and precious resource controlled only by a few organizations, into a daily productivity
tool that is as commonplace as word processors and spreadsheet software. With Petuum, individuals,
small businesses, startups, educational institutions and non-profits will be empowered to create and
customize AI solutions easily and in their own hands. In 2016 and 2017, Petuum was named by CB
Insight as one of the AI 100 around the world. And in November 2017, Petuum closed a $93M series
B financing led by SoftBank.

Education

• University of California, Berkeley, Ph.D. in Computer Science (1999–2004).
Research advisors: Profs. Richard Karp, Michael Jordan and Stuart Russell

• Rutgers University, Ph.D. in Molecular Biology and Biochemistry (1994–1999).
Research advisor: Prof. Chung S. Yang

• Rutgers University, M.Sc. in Computer Science (1996–1998).
Research advisor: Prof. Casimir Kulikowski

• Tsinghua University, B.Sc. in Physics (1988–1993).
Research advisor: Prof. Jun Zhao



Awards and Recognitions

• Fellow, American Statistical Association (ASA), 2022
• Carnegie Science Award, 2019
• Fellow, IEEE, 2018.
• Fellow, Association of Advancement of Artificial Intelligence (AAAI), 2016.
• Member, Board of the International Machine Learning Society, 2015 - .
• Member of the DARPA Information Science and Technology (ISAT) Advisory Group, 2011-2014.
• IBM Open Collaborative Research Faculty Award, IBM, 2012-2014.
• Young Investigator Award, United States Air Force Office of Scientific Research, 2010-2015.
• Alfred P. Sloan Research Fellowship in Computer Science, 2008-2010.
• Career Award, National Science Foundation, 2006-2011.
• (Advisor of) KDD best Ph.D. Dissertation Award, 2012 (Winner), 2014 (Winner), 2015 (Runner up).
• Jay Lepreau Best Paper Award, The 15th USENIX Symposium on Operating Systems Design and

Implementation (OSDI ), 2021.
• Nomination for the Best Paper Award, Association for Computational Linguistics (ACL), 2019.
• Nvidia Pioneering Research Award, Advances in Neural Information Processing Systems 32. (NeurIPS

’18)
• Nvidia Pioneering Research Award, Advances in Neural Information Processing Systems 31. (NeurIPS

’17)
• Outstanding Long Paper, Association for Computational Linguistics (ACL), 2016.
• Best Paper Award, ACM Symposium on Cloud Computing (SoCC), 2015.
• Honorable Mentioning, Association for Computational Linguistics (ACL), 2015.
• Runner-up Best Paper Award, Conference on Empirical Methods on Natural Language Processing

(EMNLP), 2014.
• Best Paper Award, The 1st IEEE Workshop on Large Scale Visual Commerce, 2013.
• Best Paper Award, International Conference on Intelligence Systems for Molecular Biology (ISMB),

2011.
• Best Paper Award, Association for Computational Linguistics (ACL), 2009.
• Best Paper Award, SIAM International Conference on Data Mining (SDM), 2007.
• John Van Ryzin Award for best paper, International Biometric Society-ENAR Annual Meetings, 2006.
• Runner-up Best Student Paper Award, 18th Conference on Uncertainty in Artificial Intelligence (UAI),

2003.
• Regents Fellowship, UC Berkeley, 1999.
• Anthony Lu Best Paper Award, Rutgers University, 1999.

Principal External Grants and Awards

1. Commonwealth of Pennsylvania Tobacco Settlement Grant (co-PI): “Computational Analysis of In-
tegrated Multivariate Protein Data”, Sep 1, 2004 – Jun 30, 2006, $237,443.

2. Glaxo-Smith-Kline (PI): Gift for Discretionary Project, Nov 1, 2005 – Dec 31, 2015, $ 150,000.

3. NSF CCF-0523757 (PI): ”Nonparametric Bayesian Models for Genetic Variations and Their Associ-
ations to Diseases and Population Demography”, Aug 1, 2005 – Jul 31, 2008, $ 300,000.

4. NSF DBI-0546594, Career Award (PI): ”CAREER: Uncovering the Process and Mechanism of Reg-
ulatory Evolution – Novel Statistical Models and Computational Algorithms for Evolutionary Ge-
nomics”, Mar 1, 2006 – Feb 28, 2011, $1,312,321.



5. NIH 1 R01 GM078622-01 (co-PI, with R. Murphy and W. Cohen): ”Probabilistic Modeling of Infor-
mation from Images and Text in Online Journals”, Jul 1, 2006 – Jun 30, 2009, $791,891.

6. NSF DBI- 0640543 (PI, with co-PI Christos Faloutsos): ”Indexing, Mining and Modeling Spatio-
Temporal Patterns of Gene Expressions”, Aug 15, 2007 – July 30, 2010, $1,331,995.

7. NSF IIS-0713379 (PI): ”Novel Statistical Models and Algorithms for Network Modeling, Mining,
and Reverse Engineering”, Sep 15, 2007 – Aug 30, 2010, $429,000.

8. DARPA NBCH1080007 (PI): ”Computer Science Futures II-Engaging Young Scholars in Computer
Science”, July 1, 2008 – July 1, 2010, $360,000.

9. Alfred P. Sloan Foundation: ”2008 Sloan Research Fellowship in Computer Science”, Sep 16, 2008 –
Sep 15, 2010, $50,000.

10. ONR N000140910758 (PI): ”Toward a Unified Theory of Real-time Dynamic Network Analysis”,
Apr 1, 2009 – Mar 31, 2012, $630,207.

11. NIH 1R01GM087694 (PI): ”Genome-Transcriptome-Phenome-Wide Association: a new paradigm
for association studies of complex diseases”, May 15, 2009 – Mar 31, 2015, $3,169,089.

12. NIH 1RC2HL101487-01 (co-PI): ”Linking Genetics, Genomics and Phenomics to better understand
Asthma Severity”, Sep 1, 2009 – Aug 31, 2011, $214,520.

13. AFOSR FA95501010247 (PI): ”SocioScape: Real-time Analysis and Mining of Dynamic Heteroge-
neous Networks in Complex Socio-Cultural Systems”, June 1, 2010 – June 1, 2015, $600,000.

14. NIH 1R01GM093156 (PI): ”Time/Space-Varying Networks of Molecular Interactions: A New Paradigm
for Studying Dynamic Biological Regulation and Pathways”, July 1, 2010 – Jun 30, 2015, $2,237,288.

15. NSF IIS-1111142 (PI, with Scott Kiesling): ”Collaborative Research: Discovering and Exploiting
Latent Communities in Social Media”, Aug 1, 2011 – July 31, 2014, $547,805.

16. NSF IIS-1115313 (PI, with Fei-Fei Li): ”Collaborative Research: Using Large-Scale Image Data for
Online Social Media Analysis”, Sep 15, 2011 – Aug 30, 2014, $204,202.

17. IBM (PI): Open Collaborative Faculty Award, an IBM grant challenge. Apr 2012 – Apr, 2014,
$300,000.

18. NSF RI-1218749 (PI, with Le Song): ”Collaborative Research: Efficient, Nonparametric and Local-
Minimum-Free Latent Variable Models: with application to large-scale computer vision and ge-
nomics”, Sep 15, 2012 – Aug 30, 2015, $200,000.

19. DARPA FA87501220324 (with Jeff Schneider): ”Machine Learning Algorithms for Statistical Pat-
terns in Large Data Sets”, 07/01/2014 - 06/30/2017.

20. ONR N000141410684 (PI): ”A Unified Framework for Predictive Latent Space Learning”, 07/01/2014
- 06/30/2017.

21. NSF IIS1447676 (PI, with Sinead Williamson): ”BIGDATA: Collaborative Research: Theory and
Algorithms for Parallel Probabilistic Inference with Big Data, via Big Model, in Realistic Distributed
Computing Environments”, 09/01/2014 - 08/31/2018.

22. NIH R01GM114311 (PI): ”Toward PanOmic and Personalized Association Study of Complex Dis-
eases - A New Statistical and Computational Paradigm for Personalized Medicine”, Sep, 2015 – Sep,
2019.



23. NSF IIS1563887 (co-PI, with Barnabas Poczos): ”RI: III: Medium: Scalable Machine Learning for
Automating Scientific Discovery in Astrophysics”, 06/15/2016 - 5/31/2020.

24. NSF IIS1617583 (PI): ”III: RI: Small: A New Approach to Latent Space Learning with Diversity-
Inducing Mutual Angular Regularization, with Applications to Healthcare Data Analytics”, 09/01/2016
- 8/31/2021.

25. NSF CCF1629559 (PI, with Garth Gibson): ”XPS: FULL: Broad-Purpose, Aggressively Asynchronous
and Theoretically Sound Parallel Large-Scale Machine Learning”, 09/01/2016 - 8/31/2020.

26. National Geospatial-Intelligence Agency (PI): “Versatile Visual Description with Knowledge-Enriched
Inductive Biases and Multi-Source Lifelong Learning”, 06/15/2020 - 06/14/2022.

27. NSF IIS1955532 (with Pradeep Ravikumar): “Collaborative Research: RI: Medium: A Rigorous,
General Framework for Tractable Learning of Large-Scale DAGs from Data”, 06/15/2020 - 05/31/2023.

28. NSF CNS200824 (PI): “CNS Core: RI: Small: Toward Globally-Optimal Resource Distribution and
Computation Acceleration in Multi-Tenant and Heterogeneous Machine Learning Systems”, 10/01/2020
- 09/30/2023.

29. NIGMS R01GM140467 (PI): “Sample-specific Models for Molecular Portraits of Diseases in Preci-
sion Medicine”, 09/01/2020 - 08/31/2024.

30. NSF BCS2040381 (PI): “ML Basis for Intelligence Augmentation:Toward Personalized Modeling,
Reasoning under Data-Knowledge Symbiosis, and Interpretable Interaction for AI-assisted Human
Decision-making”, 09/01/2021 - 08/31/2024.

31. NSF IIS2123952 (co-PI): “Collaborative Research: SCH: Trustworthy and Explainable AI for Neu-
rodegenerative Diseases”, 10/01/2021 - 09/30/2025

Teaching

• Instructor, Advanced Machine Learning (10-715).
This is an advanced course for Ph.D. students in the department of machine learning, focusing on
advanced algorithms and theory for statistical machine learning.

• Instructor, Machine Learning (15-781/10-701).
This is a core-curriculum course for SCS graduate students, focusing on fundamental algorithms and
theory for statistical machine learning, pattern recognition and information retrieval.

• Co-Instructor, Machine Learning (10-601).
This is a master-level course for SCS graduate and undergraduate students, focusing on algorithms
and practice of statistical machine learning, and popular applications.

• Co-Instructor, Computational Genomics (10-810) (formally known as Computational Molecular Bi-
ology: a Machine Learning Approach).
This course focuses on modern machine learning methodologies for computational problems in molec-
ular biology and genetics. This is a core-curriculum course for CMU-Pitt computational biology Ph.D.
program.

• Instructor, Probabilistic Graphical Models (10-708).
This is an advanced machine learning course covering probabilistic graphical models for efficient
inference, decision-making and learning in problems with a very large number of attributes, complex
stochastic dependencies, and huge datasets.

• Instructor, Advanced Topics in Graphical Models (10-801).
CMU, Spring 2007.



This course covers advanced topics in approximate inference, model selection, Bayesian nonparamet-
rics, and their applications.

Papers and Publications

Journal Papers

Published

[1] S. Ge, H. Wang, A. Alavi, E. P. Xing, Z. Bar-Joseph Supervised adversarial alignment of single-cell
RNA-seq data.
Journal of Computational Biology, 28(5):501 - 13, 2021.

[2] Z. Wang, Y. Ni, B. Jing, D. Wang, H. Zhang, E. P. Xing, DNB: A Joint Learning Framework for Deep
Bayesian Nonparametric Clustering.
IEEE Transactions on Neural Networks and Learning Systems, 2021.

[3] K. Tran, W. Neiswanger, K. Broderick, E. P. Xing, J Schneider, and Z. Ulissi, Computational catalyst
discovery: Active classification through myopic multiscale sampling.
The Journal of Chemical Physics, 2021.

[4] H. Wang, F. Pei; M. Vanyukov; I. Bahar, W. Wu, and E. P. Xing, Coupled Mixed Model for Joint
Genetic Analysis of Complex Disorders with Two Independently Collected Data Sets.
BMC Bioinformatics, vol. 21, 2021.

[5] Y Zheng, H Wang, Y Zhang, X Gao, E. P. Xing, and M Xu Poly (A)-DG: A deep-learning-based
domain generalization method to identify cross-species Poly (A) signal without prior knowledge from
target species.
PLoS Computational Biology, 16 (11), e1008297, 2020

[6] K. Kandasamy, K. Vysyaraju, W. Neiswanger, B. Paria, C. Collins, J. Schneider, B. Poczos, and E.
P. Xing, Tuning Hyperparameters without Grad Students: Scalable and Robust Bayesian Optimisa-
tion with Dragonfly.
Journal of Machine Learning Research, 21 (81), 1-27, 2020.

[7] M. Al-Shedivat, A. Dubey, and E. P. Xing, Contextual Explanation Networks.
Journal of Machine Learning Research, 21 (194), 1-44, 2020.

[8] K. Tran, W. Neiswanger, J. Yoon, Q. Zhang, E. P. Xing, Z. Ulissi Methods for comparing uncertainty
quantifications for material property predictions.
Machine Learning: Science and Technology, Volume 1, Number 2, 2020.

[9] S. Kadambi, Z. Wang, E. P. Xing, Z. Ulissi WGAN Domain Adaptation for the Joint Optic Disc-and-
Cup Segmentation in Fundus Images.
International Journal of Computer Assisted Radiology and Surgery, Volume 1, Number 2, 2020.

[10] H. Wang, T. Yue, J. Yang, W. Wu, and E. P. Xing, Deep mixed model for marginal epistasis detection
and population stratification correction in genome-wide association studiesr.
BMC Bioinformatics, vol. 20, Suppl. 23, 2019.

[11] B. Aragam, C. Dan, P. Ravikumar, and E. P. Xing, Identifiability Of Nonparametric Mixture Models
And Bayes Optimal Clustering.
Annals of Statistics, to appear, 2019.

[12] M. Marchetti-Bowick, Y. Yu, W. Wu, and E. P. Xing, A penalized regression model for the joint
estimation of eQTL associations and gene network structure.
Annals of Applied Statistics, Vol. 13, No. 1, 248-270, 2019.



[13] M. Sachan, A. Dubey, E. Hovy, D. Roth, T. Mitchell and E. P. Xing, Discourse in Multimedia: A
Case Study in Information Extraction.
Computational Linguistics journal, to appear, 2019.

[14] M. Kampffmeyer, N. Dong, X. Liang, Y. Zhang, E. P. Xing, ConnNet: A Long-Range Relation-Aware
Pixel-Connectivity Network for Salient Segmentation.
IEEE Transactions on Image Processing, to appear, 2019.

[15] P. Xie and E. P. Xing, Diversity-Promoting Bayesian Learning of Latent Variable Models.
Journal of Machine Learning Research, to appear, 2018.

[16] Y. Zhou, Y. Liang, Y. Yu, W. Dai and E. P. Xing, Distributed Proximal Gradient Algorithm for
Partially Asynchronous Computer Clusters.
Journal of Machine Learning Research, 19(19):1 - 32, 2018.

[17] H. Wang, X. Liu, Y. Xiao, M. Xu and E. P. Xing Multiplex Confounding Factor Correction for
Genomic Association Mapping with Squared Sparse Linear Mixed Model.
Methods, 2018 Aug 1; 145: 33 - 40.

[18] H. Wang, B. Aragam and E. P. Xing Variable selection in heterogeneous datasets: A truncated-rank
sparse linear mixed model with applications to genome-wide association studies.
Methods, 2018 Aug 1; 145: 2 - 9.

[19] H. Wang, B. J. Lengerich, B. Aragam and E. P. Xing, Precision Lasso: Accounting for Correlations
and Linear Dependencies in High-Dimensional Genomic Data.
Bioinformatics, PMID: 30184048 DOI:10.1093/bioinformatics/bty750 , 2018.

[20] S. Lee, N. Gornitz, E. P. Xing, D. Heckerman, C. Lippert, Ensembles of Lasso Screening Rules.
IEEE Transaction on Pattern Analysis and Machine Intelligence, 2017 (10.1109/TPAMI.2017.2765321)

[21] X Chang, YL Yu, Y Yang and E. P. Xing, Semantic pooling for complex event analysis in untrimmed
videos.
IEEE Transaction on Pattern Analysis and Machine Intelligence, 39 (8), 1617-1632, 2017

[22] S. Lee, H. Wang and E. P. Xing Backward Genotype-Transcript-Phenotype Association Mapping.
Methods, Volume 129, 1 October 2017, Pages 18-23.

[23] Y. Zhou, K. Yuan, Y. Yu, X. Ni, P. Xie, E. P. Xing, S. Xu Inference of multiple-wave population
admixture by modeling decay of linkage disequilibrium with polynomial functions.
Heredity (Edinb), 118(5):503-510, 2017.

[24] M. Al-Shedivat, A. G. Wilson, Y. Saatchi, Z. Hu and E. P. Xing, Learning Scalable Deep Kernels
with Recurrent Structure.
Journal of Machine Learning Research, 18(82):1-37, 2017.

[25] L. Song, H. Liu, A. Parikh, and E. P. Xing, Nonparametric Latent Tree Graphical Models: Inference,
Estimation, and Structure Learning.
Journal of Machine Learning Research, 12, 663-707, 2017.

[26] E. P. Xing, Q. Ho, P. Xie, W. Dai, Strategies and Principles of Distributed Machine Learning on Big
Data.
Engineering, Volume:2, pp179 - 95, 2016.

[27] M. Marchetti-Bowick, J. Yin, J. Howrylak, and E. P. Xing, A time-varying group sparse additive
model for genome-wide association studies of dynamic complex traits.
Bioinformatics, 32 (19):btw347, 2016.

[28] Q. Ho, J. Yin, and E. P. Xing, Latent Space Inference of Internet-Scale Networks.
Journal of Machine Learning Research, 17(78):1- 41, 2016.

[29] J. Howrylak, M. Moll, B. Raby, S. Weiss, W. Wu, and E. P. Xing, Gene Expression Profiling of



Asthma Phenotypes Demonstrates Molecular Signatures of Atopy and Asthma Control.
Journal of Allergy and Clinical Immunology, Volume 137, Issue 5, Pages 1390 - 1397, 2016.

[30] S. Lee, A. Lozano, P. Kambadur, and E. P. Xing, An Efficient Nonlinear Regression Approach for
Genome-wide Detection of Marginal and Interacting Genetic Variations.
Journal of Computational Biology, 23(5):372 - 89, 2016.

[31] X. Chang, Y. Yu, Y. Yang, and E. P. Xing Semantic Pooling for Complex Event Analysis in Untrimmed
Videos.
IEEE Transaction on Pattern Analysis and Machine Intelligence, PP(99), 2016

[32] Z. Guo, Z. Zhang, E. P. Xing, and C. Faloutsos, Multimodal Data Mining in a Multimedia Database
Based on Structured Max Margin Learning.
ACM Transactions on Knowledge Discovery from Data, Volume 10 Issue 3, February 2016.

[33] E. P. Xing, Q. Ho, W. Dai, J. Kim, J. Wei, S. Lee, X. Zheng, P. Xie, A. Kumar, and Y. Yu, Petuum: A
new Platform for Distributed Machine Learning on Big Data.
IEEE Transactions on Big Data, Volume:1 Issue:2, pp49 - 67, 2015.

[34] Bin Zhao and E. P. Xing, Sparse Output Coding for Scalable Visual Recognition.
International Journal of Computer Vision, 119:60 - 75, 2015.

[35] W. Wang, Y. Liang, Lixin Shen, and E. P. Xing, Nonparametric Decentralized Detection and Sparse
Sensor Selection via Weighted Kernel.
IEEE Transactions on Signal Processing, Volume:64, Issue:2, pp306 - 321, 2015.

[36] A. Martins, M. Figueiredo, P. Aguiar, N.A. Smith, and E. P. Xing, AD3: Alternating Directions Dual
Decomposition for MAP Inference in Graphical Models.
Journal of Machine Learning Research, 16(Mar): 495-545, 2015.

[37] W. Wang, Y. Liang and E. P. Xing, Collective Support Recovery for Multi-Design Multi-Response
Linear Regression.
IEEE Transactions on Information Theory, vol. 61, no. 1, pp.513-534, 2015.

[38] J. Eisenstein, B. O’Connor, N. A. Smith, and E. P. Xing, Diffusion of Lexical Change in Social
Media.
PLoS One, volume 9, Issue 11, e113114, 2014.

[39] E. P. Xing, R. Curtis, G. Schoenherr, S. Lee, J. Yin, K. Puniyani, W. Wu, P. Kinnaird, GWAS in a
Box: Statistical and Visual Analytics of Structured Associations via GenAMap.
PLoS One, Volume 9, Issue 6, e97524, 2014.

[40] A. Parikh, R. Curtis, I. Kuhn, S. Becker, M. Bissell, E. P. Xing, and Wei Wu Network Analysis of
Breast Cancer Progression and Reversal Using a Tree-evolving Network Algorithm.
PLoS Computational Biology, Volume 10, Issue 7, e1003713, 2014.

[41] S. Shringarpure and E. P. Xing, Effects of Sample Selection Bias on the Accuracy of Population
Structure and Ancestry Inference.
Genes, Genomes, Genetics, vol. 4 no. 5, 901-911, 2014.

[42] D. Yogatama, C. Wang, B.R. Routledge, N.A. Smith, and E. P. Xing, Dynamic Language Models for
Streaming Text.
Transactions of the Association for Computational Linguistics, 2:181-192, 2014.

[43] M. Kolar, H. Liu and E. P. Xing, Graph Estimation From Multi-attribute Data.
Journal of Machine Learning Research, 15:1713-1750, 2014.

[44] J. Zhu, N. Chen and E. P. Xing, Bayesian Inference with Posterior Regularization, and applications
to Infinite Latent SVMs.
Journal of Machine Learning Research, 15:1799-1847, 2014.



[45] K. Puniyani and E. P. Xing, GINI : From ISH images to Gene Interaction Networks.
PLoS Computational Biology, 9(10): e1003227, 2013.

[46] K. Puniyani and E. P. Xing, NP-MuScL: Unsupervised global prediction of interaction networks from
multiple data sources.
Journal of Computational Biology, 20(11):892-904, 2013.

[47] M. Yamada, W. Jitkrittum, L. Sigal, E. P. Xing, and M. Sugiyama, High-Dimensional Feature Selec-
tion by Feature-Wise Kernelized Lasso.
Neural Computation, Vol. 26, No. 1, Pages 185-20, 2013.

[48] R. Curtis, S. Kim, J. L. Woolford, W. Xu, and E. P. Xing, Structured association analysis leads to
insight into Saccharomyces cerevisiae gene regulation by finding multiple contributing eQTL hotspots
associated with functional gene modules.
BMC Genomics, vol. 14, no. 196, 2013.

[49] M. Kolar, and E. P. Xing, Estimating Time-Varying Networks With Jumps.
Electronic Journal of Statistics Vol. 6 (2012) 2069-2106 (arXiv:1012.3795).

[50] K. Sohn, Z. Ghahramani and E. P. Xing, Robust estimation of local genetic ancestry in admixed
populations using a non-parametric Bayesian approach.
Genetics, vol 191, no. 4, 2012.

[51] J. Zhu, A. Ahmed, and E. P. Xing MedLDA: Maximum Margin Supervised Topic Models.
Journal of Machine Learning Research, 13 (2012) 2237-2278.

[52] R. Curtis, J. Xiang, A. Parikh, P. Kinnaird, and E. P. Xing, Enabling dynamic network analysis
through visualization in TVNViewer.
BMC Bioinformatics, vol. 13, no. 204, 2012.

[53] R. Curtis, A. Goyal and E. P. Xing, Enhancing the usability and performance of structured as-
sociation mapping algorithms using automation, parallelization, and visualization in the GenAMap
software system.
BMC Genetics, vol. 13, no. 24, 2012.

[54] S. Kim, and E. P. Xing, Tree-Guided Group Lasso for Multi-Response Regression with Structured
Sparsity, with applications to eQTL Mapping.
Annals of Applied Statistics, Vol. 6, No. 3, 1095-1117, 2012.

[55] N. Chen, J. Zhu, F. Sun and E. P. Xing Large-margin Predictive Latent Subspace Learning for Multi-
view Data Analysis.
IEEE Transaction on Pattern Analysis and Machine Intelligence, 34(12): 2365-2378, 2012

[56] Q. Ho, A. Parikh and E. P. Xing, Multiscale Community Blockmodel for Network Exploration.
Journal of American Statistical Association, Volume 107, Issue 499, 916-934, 2012

[57] X. Chen, Q. Lin, S. Kim, J. Carbonell and E. P. Xing, A Smoothing Proximal Gradient Method for
General Structured Sparse Learning.
Annals of Applied Statistics, Vol. 6, No. 2, 719-752, 2012

[58] R.E. Curtis, A. Yuen, L. Song, A. Goyal, and E. P. Xing, TVNViewer: An interactive visualization
tool for exploring networks that change over time or space.
Bioinformatics, doi: 10.1093/bioinformatics/btr273.

[59] S. Kim and E. P. Xing, Exploiting Genome Structure in Association Analysis.
Journal of Computational Biology, Vol 18, 1-16, 2011.

[60] S. Hanneke, W. Fu and E. P. Xing, Discrete Temporal Models of Social Networks.
Electronic Journal of Statistics, Vol. 4, 585 – 605, 2010. (arXiv:0908.1258).

[61] E. P. Xing, W. Fu, L. Song, A State-Space Mixed Membership Blockmodel for Dynamic Network



Tomography.
Annals of Applied Statistics Vol. 4, No. 2, 535 – 566, 2010 (arXiv:0901.0138).

[62] M. Kolar, L. Song, A. Ahmed, and E. P. Xing, Estimating Time-Varying Networks.
Annals of Applied Statistics, Vol. 4, No. 1, 94 – 123, 2010 (arXiv:0812.5087).

[63] J. Zhu and E. P. Xing Maximum Entropy Discrimination Markov Network.
Journal of Machine Learning Research, 10(Nov):2531-2569, 2009.

[64] S. Kim and E. P. Xing, Statistical Estimation of Correlated Genome Associations to a Quantitative
Trait Network.
PLoS Genetics, 5(8):e1000587, 2009.

[65] A. Ahmed and E. P. Xing, Recovering Time-Varying Networks of Dependencies in Social and Biolog-
ical Studies.
Proc. Natl. Acad. Sci., vol. 106, no. 29, 11878-11883, 2009.

[66] S. Shringarpure and E. P. Xing, mStruct: Inference of Population Structure in Light of Both Genetic
Admixing and Allele Mutations.
Genetics, Vol 182, Issue 2, 2009. (Journal version of [366].)

[67] A. Martins, M. Figueiredo, P. Aguiar, N.A. Smith, and E. P. Xing, Nonextensive Entropic Kernels.
Journal of Machine Learning Research, Vol 10, pp935-975, 2009. (Journal version of [365].)

[68] K-A Sohn and E. P. Xing, A Hierarchical Dirichlet Process Mixture Model For Haplotype Recon-
struction From Multi-Population Data.
Annals of Applied Statistics, Vol. 3, No. 2, 791821, 2009.

[69] E. Airodi, D. Blei, S. Fienberg and E. P. Xing, Mixed Membership Stochastic Blockmodels.
Journal of Machine Learning Research, Vol 9:1981–2014, 2008. (Journal version of [360].)

[70] P. Ray, S. Shringarpure, M. Kolar and E. P. Xing, CSMET: Comparative Genomic Motif Detection
via Multi-Resolution Phylogenetic Shadowing.
PLoS Computational Biology, vol. 4, issue 6, p1-20, 2008.

[71] H. Kamisetty, E. P. Xing and C. J. Langmead, Free Energy Estimates of All-Atom Protein Structures
Using Generalized Belief Propagation.
Journal of Computational Biology, 15(7): 755-766, 2008.

[72] J. Yang, R. Yan, Y. Liu, and E. P. Xing, Harmonium Models for Video Classification.
Statistical Analysis and Data Mining, vol. 1, issue 1, p23-37, 2008. (Journal version of [380].)

[73] K-A Sohn and E. P. Xing, Spectrum: Joint Bayesian Inference of Population Structure and Recom-
bination Event.
Bioinformatics, 23: i479-i489, 2007. (Journal version of [374].)

[74] E. P. Xing, M. Jordan and R. Sharan, Bayesian Haplotype Inference via the Dirichlet Process.
Journal of Computational Biology, Volume 14, Number 3, Pp. 267-284, 2007. (Journal version of
[398].)

[75] E. P. Xing and K-A Sohn Hidden Markov Dirichlet Process: Modeling Genetic Recombination in
Open Ancestral Space.
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Proceedings of 19th International Conference on Computer Vision, 2017. (ICCV ’17).

[185] X. Liang, Z. Hu, H. Zhang, C. Gan, and E. P. Xing, Recurrent Topic-Transition GAN for Visual
Paragraph Generation.
Proceedings of 19th International Conference on Computer Vision, 2017. (ICCV ’17).

[186] M. Sachan, K. Dubey and E. P. Xing, From Textbooks to Knowledge: A Case Study in Harvesting
Axiomatic Knowledge from Textbooks to Solve Geometry Problems.
Proceeding of the 2017 Conference on Empirical Methods on Natural Language Processing. (EMNLP
’17).

[187] P. Xie, B. Poczos and E. P. Xing, Near-Orthogonality Regularization in Kernel Methods.
Proceedings of the 33rd International Conference on Conference on Uncertainty in Artificial Intelli-
gence, 2017. (UAI ’17).



[188] I. Yen, X. Huang, W. Dai, P. Ravikumar, I. Dhillon, and E. P. Xing, A Parallel and Primal-Dual
Sparse Method for Extreme Classification.
Proceedings of The 23rd ACM SIGKDD Conference on knowledge Discovery and Data Mining,
2017. (KDD ’17)

[189] J. He, Z. Hu, T. Berg-Kirkpatrick, Y. Huang, and E. P. Xing, Efficient Correlated Topic Modeling
with Topic Embedding.
Proceedings of The 23rd ACM SIGKDD Conference on knowledge Discovery and Data Mining,
2017. (KDD ’17)

[190] K. Zhang, C. Liu, J. Zhang, H. Xiong, E. P. Xing, and J. Ye, Finding Structures of Large Matrices
Through Compression.
Proceedings of The 23rd ACM SIGKDD Conference on knowledge Discovery and Data Mining,
2017. (KDD ’17)

[191] P. Xie, A. Singh, and E. P. Xing, Uncorrelation and Evenness: A New Diversity-Promoting Regular-
izer.
Proceedings of the 34th International Conference on Machine Learning, 2017. (ICML ’17)

[192] P. Xie, Y. Deng, Y. Zhou, A. Kumar, Y. Yu, J. Zou, and E. P. Xing, Learning Latent Space Models
with Angular Constraints.
Proceedings of the 34th International Conference on Machine Learning, 2017. (ICML ’17)

[193] P. Xie and E. P. Xing, Cosine Similarity Constrained Latent Space Models.
Proceedings of the 34th International Conference on Machine Learning, 2017. (ICML ’17)

[194] W. Neiswanger and E. P. Xing, Post-Inference Prior Swapping.
Proceedings of the 34th International Conference on Machine Learning, 2017. (ICML ’17)

[195] Z. Hu, Z. Yang, X. Liang, R. Salakhutdinov, and E. P. Xing, Controllable Text Generation.
Proceedings of the 34th International Conference on Machine Learning, 2017. (ICML ’17)

[196] H. Zhang, Z. Zeng, W. Dai, Q. Ho, and E. P. Xing, Poseidon: An Efficient Communication Interface
for Distributed Deep Learning on GPU Clusters.
USENIX Annual Technical Conference, 2017. (ATC’17).

[197] P Xie and E. P. Xing, A Constituent-Centric Neural Architecture for Reading Comprehension.
Proceedings of The 55th Annual Meeting of the Association for Computational Linguistics, 2017.
(ACL ’17)

[198] L. Qin, Z. Zhang, H. Zhao, Zhiting Hu and E. P. Xing, Adversarial Connective-exploiting Networks
for Implicit Discourse Relation Classification.
Proceedings of The 55th Annual Meeting of the Association for Computational Linguistics, 2017.
(ACL ’17)

[199] X. Liang, L. Lin, X. Shen, J. Feng, S. Yan and E. P. Xing, Interpretable Structure-Evolving LSTM.
Proceedings of the 29th IEEE Conference on Computer Vision and Pattern Recognition, 2017. (CVPR
’17)

[200] X. Liang, L. Lee, and E. P. Xing, Deep Variation-structured Reinforcement Learning for Visual
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Proceedings of the 29th IEEE Conference on Computer Vision and Pattern Recognition, 2017. (CVPR
’17)

[201] M. Law, Y. Yu, R. Urtasun, R. S. Zemel, and E. P. Xing, Efficient Multiple Instance Metric Learning
using Weakly Supervised Data.
Proceedings of the 29th IEEE Conference on Computer Vision and Pattern Recognition, 2017. (CVPR
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[202] M. Xu, X. Chai, H. Muthakana, X. Liang, G. Yang, T. Zeev-Ben-Mordehai and E. P. Xing, Deep
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cryo tomograms.
Proceedings of the Twenty-fifth International Conference on Intelligence Systems for Molecular Bi-
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Stochastic Gradient Langevian Dynamics.
Advances in Neural Information Processing Systems 30 (eds. Isabelle Guyon and Ulrike von Luxburg),
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Advances in Neural Information Processing Systems 30 (eds. Isabelle Guyon and Ulrike von Luxburg),
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Advances in Neural Information Processing Systems 30 (eds. Isabelle Guyon and Ulrike von Luxburg),
MIT Press, 2016. (NIPS ’16).
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Proceedings of the 33rd International Conference on Machine Learning, 2016. (ICML ’16)

[216] P. Xie, J. Zhu and E. P. Xing, Diversity-Promoting Bayesian Learning of Latent Variable Models.
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Proceedings of the 19th International Conference on Artificial Intelligence and Statistics, 2016.
(AISTATS ’16)

[226] Y. Zhou, Y. Yu, Y. Liang, and E. P. Xing, On Convergence of Model Parallel Proximal Gradient
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Proceedings of the 24th International World Wide Web Conference. (WWW ’15).
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Proceeding of the 2014 Conference on Empirical Methods on Natural Language Processing. (EMNLP
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Offsets.
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Proceedings of the 26th IEEE Conference on Computer Vision and Pattern Recognition, 2014. (CVPR
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Proceedings of The 7th ACM International Conference on Web Search and Data Mining, 2014.
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(WSDM ’14).

[268] A. P. Parikh, W. Wu, and E. P. Xing, Robust Reverse Engineering of Dynamic Gene Networks under
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Pacific Symposium on Biocomputing 2014, (PSB ’14).



[269] G. Kim and E. P. Xing, Discovering Pictorial Brand Associations from Large-Scale Online Image
Data.
The 1st IEEE Workshop on Large Scale Visual Commerce, 2013. (lsviscom2013). Recipient of the
BEST PAPER Award.
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Advances in Neural Information Processing Systems 27 (eds. Zoubin Ghahramani and Max Welling),
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[277] P. Xie and E. P. Xing, Multi-Modal Distance Metric Learning.
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Proceedings of the 30th International Conference on Machine Learning, 2013. (ICML ’13)
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Proceedings of the 29th International Conference on Machine Learning, 2012. (ICML ’12)

[295] M. Kolar and E. P. Xing, Consistent Covariance Selection From Data With Missing Values.



Proceedings of the 29th International Conference on Machine Learning, 2012. (ICML ’12)
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Invited Talks

[1] Feature Selection for High-Dimensional Genomic Microarray Data in Concept Learning and Clus-
tering Analysis,
Statistics in Functional Genomics, Joint Summer Research Conference of AMS/IMS/SIAM, Mount
Holyoke, June 10-14, 2001.

[2] Feature Selection for High-Dimensional Genomic Microarray Data,
NIPS 2001 Workshop on Machine Learning Techniques for Bioinformatics, Whistler, Dec 8, 2001.

[3] Expressive Statistical Models for Motifs,
Intel Workshop on Machine Learning and Life Sciences, Berkeley, Nov 3-4, 2003.

[4] Application of nonparametric Bayesian methods in genetic inference
NIPS 2003 Workshop on Nonparametric Bayesian Methods and Infinite Models, Whistler, Dec 13,
2003.

[5] Generalized Mean Field Inference in Graphical Models,
The 2004 joint WNAR/IMS meeting, Albuquerque, June 27-30, 2004.

[6] Generalized mean field inference in graphical models, and applications to computational biology,
AI Seminar, Carnegie Mellon University, Pittsburgh, PA, February 3, 2004.

[7] Mining Associated Text and Images with Dual-Wing Harmoniums,
UC BERKELEY CIS (Center for Intelligent Systems) SEMINAR, Berkeley, CA, April 20, 2005.

[8] In silico motif detection under complex genomic and evolutionary context - new Bayesian models
motivated from biological principles,
UC Irvine ICS Seminar CIS, Irvine, CA, April 22, 2005.

[9] Probabilistic Graphical Models and Algorithms for Genomic Analysis,
Department of Molecular and Computational Biology, University of Southern California, Los Ange-
les, CA, April 23, 2005.

[10] Variational methods for inference in graphical models,
Workshop on Random Graphs & Stochastic Computation, Statistical and Applied Mathematical Sci-
ences Institute, Research Triangle Park, NC, June 13-14, 2005.

[11] Nonparametric Bayesian Models for Haplotype Inference,
Section on Bayesian Statistical Science, The Joint Statistical Meetings, Minneapolis, Aug 6-11, 2005.

[12] Combinatorial and Statistical Approaches to Analyzing Biological Networks,
Tutorial Program, 2005 IEEE Computational Systems Bioinformatics Conference, Stanford, Aug 8-
11, 2005.

[13] Mining Associated Text and Images with Dual-Wing Harmoniums and A Latent Mixed Membership
Model for Relational Data,
Computer Science Department, Stanford University, Stanford, CA, Aug 12, 2005.

[14] In silico detection of cis-regulatory elements under complex genomic and evolutionary context: a
probabilistic graphical model approach,
DIMACS Workshop on Machine Learning Approaches for Understanding Gene Regulation, Rutgers
University, Aug 15-17, 2005.

[15] How many founders shall we assume for haplotype reconstruction?
Center for Information Theory and Its Applications, Inaugural Workshop, University of California,
San Diego, February 6-10, 2006.

[16] How many founders shall we assume for haplotype reconstruction? — on coalescence, Dirichlet
processes, and nonparametric Bayes,



Invited Lecture (hosted by Prof. Andrew Yao), Computer Science Department, Tsinghua University,
Beijing, China, April 25, 2006.

[17] Machine Learning, and the Role of Machine Learning in Computational Biology
Keynote, Symposium of the 80th Anniversary Of the Physics Department, Tsinghua University, Bei-
jing, China, April 29, 2006.

[18] How many founders shall we assume for haplotype reconstruction? — on coalescence, Dirichlet pro-
cesses, and nonparametric Bayes,
Invited Lecture, Workshop on Learning with Nonparametric Bayesian Methods, International Confer-
ence on Machine Learning, Pittsburgh, Pennsylvania, 25-29 June, 2006.

[19] Reasoning in open possible worlds: on A New Class of Nonparametric Bayesian Models for Haplo-
type Phasing, LD Modeling and Demographic Inference in Open Ancestral Space,
Department of Computer Science, National University of Singapore, Singapore, 16 November, 2006.

[20] A New Class of Nonparametric Bayesian Models for Haplotype Phasing, LD Modeling and Demo-
graphic Inference in Open Ancestral Space,
College of Life Sciences, Fudan University, Shanghai, China, 12 November, 2006.

[21] Modeling and reasoning the temporal evolution of networks
The 2007 Information Theory and Applications Workshop, University of California, San Diego, Jan
29- Feb 2, 2007.

[22] A Hidden Markov Dirichlet Process Model for Joint Inference of Population Structure, Linkage Dise-
quilibrium, and Recombination Hotspots,
Invited talk, International Biometric Society-ENAR Annual Meetings, Atlanta, Georgia, 2007.

[23] Statistical network analysis and inference: methods and applications,
UC BERKELEY CIS (Center for Intelligent Systems) SEMINAR, Berkeley, CA, April 19, 2007.

[24] Probabilistic Graphical Models and Algorithms for Integrative Bioinformatics,
Keynote, Workshop on Bioinformatics, Graybill Conference (on Statistics and Probability) VI, Col-
orado State University, Fort Collins, Colorado, June 12-13, 2007.

[25] Probabilistic Graphical Models and Algorithms for Integrative Bioinformatics,
Computational Biology Seminar, Department of Molecular and Computational Biology, University of
Southern California, Los Angeles, California, October 4, 2007.

[26] Statistical network analysis and inference,
Invited talk, Workshop on Gene Co-Expression Network Analysis and its Applications in Systems
Biology, 8th International Conference on Systems Biology, Long Beach, California, October 5, 2007.

[27] Probabilistic Graphical Models and Algorithms for Integrative Bioinformatics,
Computer Science Department Colloquia, Princeton University, Princeton, New Jersey, October 10,
2007.

[28] Statistical Network Analysis and Inference: Methods and Applications,
Invited talk, Workshop III: Social Data Mining and Knowledge Building, Institute for Pure and Ap-
plied Mathematics (IPAM), Los Angeles, California, November 5-9, 2007.

[29] Nonparametric Bayesian Methods for Genetic Inference,
Computational Biology Seminar, Department of Integrative Biology, UC Berkeley, Berkeley, Califor-
nia, November 7, 2007.

[30] Nonparametric Bayesian Methods for Genetic Inference,
Biostatistics Seminar, Department of Statistics, Stanford University, Stanford, California, November
8, 2007.

[31] Probabilistic Graphical Models — theory, algorithm, and application,



Keynote, The Sixth International Conference on Machine Learning and Applications (ICMLA’07),
Cincinnati, Ohio, USA, December 13-15, 2007 .

[32] Nonparametric Bayesian Methods for Genetic Inference,
Statistics Seminar, Department of Statistics, University of Chicago, Chicago, Illinois, USA, March
10, 2008.

[33] Computational analysis of eukaryotic transcriptional regulatory sequence and its evolution,
Natural History Seminars, Department of Ecology and Evolution, University of Chicago, Chicago,
Illinois, USA, March 11, 2008.

[34] Statistical Network Analysis and Inference: Methods and Applications,
Yahoo!-Dais Seminar, Department of Computer Science, University of Illinois, Urbana-Champaign,
Illinois, USA, March 12, 2008.

[35] Nonparametric Bayesian Methods for Genetic Inference,
Computational Biology Seminar, Department of Computer Science, University of Illinois, Urbana-
Champaign, Illinois, USA, March 13, 2008.

[36] Nonparametric Bayesian Methods for Genetic Inference,
Bioinformatics Seminar Series, CSAIL, MIT, Boston, Massachusetts, USA, April 9, 2008.

[37] Discrete Temporal Models for Evolving Graphs,
Invited Speaker, Workshop on Future Directions in High-Dimensional Data Analysis: New Method-
ologies: New Data Types and New Applications, Isaac Newton Institute for Mathematical Sciences,
Cambridge University, Cambridge, UK, June 23-27, 2008.

[38] Genome-Phenome Association: Computational Challenges and new Algorithms,
Invited Speaker, DIMACS Workshop on Computational Issues in Genetic Epidemiology, DIMACS
Center, Rutgers University, Piscatawy, NJ, Aug 21-22, 2008.

[39] Bayesian Methods for Genetic Inference,
Invited Speaker, Program of Population Genetics and Genomics, Kavli Institute for Theoretical Physics,
UC Santa Barbara, CA, Sep 15 - Dec 12 (talk took place on 9/23), 2008.

[40] Fitting Stochastic Models to Empirical Data,
Plenary Talk, Workshop on Statistical Inference for Complex Networks, Santa Fe Institute, Santa Fe,
NM, Dec 3-5, 2008.

[41] Time (and Space)-Varying Networks: Reverse engineering rewiring social and genetic interactions,
Invited Speaker, Workshop on Statistical Inference for Complex Networks, Santa Fe Institute, Santa
Fe, NM, Dec 3-5, 2008.

[42] Recent Advances in Learning Sparse Structured Input/Output Model: Models, Algorithms, and Appli-
cations,
Keynote, NIPS 2008 Workshop on ”Structured Input, Structured Output”, Vancouver, BC, Canada,
Dec 8-14, 2008.

[43] A State-Space Mixed Membership Blockmodel for Dynamic Network Tomography,
Invited Speaker, Workshop on Statistical Methods for the Analysis of Network Data in Practice, Uni-
versity College Dublin”, Dublin, Ireland, June 15-17, 2009.

[44] Estimating Time-Varying Networks,
Invited Speaker, Workshop on Statistical Methods for the Analysis of Network Data in Practice”,
University College Dublin, Dublin, Ireland, June 15-17, 2009.

[45] On the Primal and Dual Sparsity of Structured Input/Output Models,
Invited Speaker, Sino-USA Summer School in Vision, Learning, and Pattern Recognition”, Peking
University, Beijing, China, July 20-27, 2009.



[46] On the Primal and Dual Sparsity of Structured Input/Output Models,
Invited Speaker, Joint Statistics Meeting (JSM)”, Washington D. C., Aug 1-6, 2009.

[47] Time Varying Networks: reverse engineering and analyzing rewiring social and genetic interactions,
Center for Statistics and the Social Sciences Seminar, Department of Statistics, University of Wash-
ington, Seattle, WA, Sep 28, 2009.

[48] Time Varying Networks: reverse engineering and analyzing rewiring genetic interactions,
Neyman Seminar, Department of Statistics, University of California, Berkeley, CA, Oct 14, 2009.

[49] Jointly Maximum Margin and Maximum Entropy Learning of Graphical Models,
Distinguished Seminar, NEC Research, CA, Oct 16, 2009.

[50] Time Varying Graphical Models: reverse engineering and analyzing rewiring networks,
Keynote, NIPS 2009 Mini-Symposium on ”Machine Learning in Computational Biology”, Vancou-
ver, BC, Canada, Dec 10, 2009.

[51] Jointly Maximum Margin and Maximum Entropy Learning of Graphical Models,
Invited Speaker, NIPS 2009 Workshop on ”Approximate Learning of Large Scale Graphical Models”,
Vancouver, BC, Canada, Dec 11-12, 2009.

[52] Modeling Dynamic Network Tomography,
Invited Speaker, NIPS 2009 Workshop on ”Applications for Topic Models: Text and Beyond”, Van-
couver, BC, Canada, Dec 11-12, 2009.

[53] Dynamic Network Tomography,
Invited Speaker, NIPS 2009 Workshop on ”Analyzing Networks and Learning with Graphs”, Vancou-
ver, BC, Canada, Dec 11, 2009.

[54] Time Varying Graphical Models: Reverse engineering and analyzing evolving genetic and social
networks,
BME Departmental Seminar, Department of Biomedical Engineering, Johns Hopkins University, MD,
Jan 25, 2010.

[55] Dynamic Network Tomography,
Computer Science Colloquia, Department of Computer Science, Purdue University, IN, Feb 11, 2010.

[56] Dynamic Network Tomography,
2009/2010 EPSRC Symposium on the Mathematics of Complexity Science and Systems Biology,
Systems Biology Centre, The University of Warwick, UK, Mar 9, 2010.

[57] Dynamic Network Tomography: Model, Algorithm, Theory, and Application,
Machine Learning Seminar, Department of Engineering, Cambridge University, UK, Mar 11, 2010.

[58] Structured Sparse Regression and Genome-Phenome Association Analysis In Complex Diseases,
Statistics Seminar, Department of Statistics, Oxford University, UK, Mar 12, 2010.

[59] Dynamic Network Tomography: Model, Algorithm, Theory, and Application,
Machine Learning Seminar, Gatsby Computational Neuroscience Unit, University College London,
UK, Mar 12, 2010.

[60] Time Varying Networks: Reverse Engineering and Analyzing Rewiring Social and Genetic Interac-
tions,
Invited talk, International Biometric Society-ENAR Annual Meetings, New Orleans, LA, Mar 22,
2010.

[61] Dynamic Network Analysis: Model, Algorithm, Theory, and Application,
CSAIL Seminar, CSAIL, MIT, MA, Apr 14, 2010.

[62] Dynamic Network Analysis: Model, Algorithm, Theory, and Application,
Statistics Colloquium, Department of Statistics, Harvard University, MA, Apr 15, 2010.



[63] Genome-Phenome Association Analysis of Complex Diseases – a Structured Sparse Regression Ap-
proach,
BioStatistics Seminar, Department of BioStatistics, Harvard University, MA, Apr 16, 2010.

[64] Genome-Phenome Association Analysis of Complex Diseases – a Structured Sparse Regression Ap-
proach,
Bioinformatics Seminar, University of California, Los Angeles, CA, May 10, 2010.

[65] Dynamic Network Analysis: Model, Algorithm, Theory, and Application,
Invited talk, International Conference on Statistics and Society, Beijing, China, July 10-12, 2010.

[66] Dynamic Network Analysis: Model, Algorithm, Theory, and Application,
Keynote, Eighth Workshop on Mining and Learning with Graphs 2010 (MLG-2010), Washington DC,
July 24-25, 2010.

[67] Genome-Phenome Association Analysis of Complex Diseases – a Structured Sparse Regression Ap-
proach,
Keynote: The Tenth Annual International Workshop on Bioinformatics and Systems Biology, Kyoto,
Japan, 26-28 July 2010.

[68] Statistical Analysis of Complex Networks: A SAMSI Preview,
Invited talk, Joint Statistics Meeting, Vancouver, Canada, Aug 1-5, 2010.

[69] Statistical Analysis of Complex Networks
Invited talk, Opening Workshop for the SAMSI program on Complex Networks, Research Triangle
Park, NC, August 29-September 1, 2010.

[70] Dynamic Network Analysis: Model, Algorithm, Theory, and Application,
Columbia Statistics Seminar, Columbia University, New York, October 11, 2010.

[71] Genome-Phenome Association Analysis of Complex Diseases a Structured Sparse Regression Ap-
proach,
Distinguished speaker, 4th Annual Program in Quantitative Genomics (PQG) Conference, Harvard
University, Boston, November 15-16, 2010.

[72] Reverse Engineering Tree-Evolving Gene Networks Underlying Developing Breast Cancer Cell Lin-
eages,
Stanford CCSB Seminar, Center for Cancer Systems Biology, Stanford University, Palo Alto, CA,
November 20, 2010.

[73] Learning varying coefficient varying structure models: Reverse engineering rewiring networks under-
lying dynamics processes,
Stanford Statistics Seminar, Department of Statistics, Stanford University, Palo Alto, CA, January 18,
2011.

[74] Probabilistic Graphical Models: Theory, Algorithms and Application,
Compact Course, Universitt Heidelberg, Germany, February 7-11, 2011.

[75] On High-Dimensional Sparse Structured Input-Output Models, with Applications to Genome-Phenome
Association Analysis of Complex Diseases,
Workshop in Biostatistics, Department of Statistics, Stanford University, Palo Alto, CA, February 24,
2011.

[76] Sparsity and Learning Large Scale Models,
Keynote: CVPR 2011 Workshop on Large Scale Learning for Vision, Colorado Springs, June 20,
2011.

[77] Modern Statistical Methods for Genetic Association Study: Structured Genome-Transcriptome-Phenome
Association Analysis,



Tutorial: Nineteenth International Conference on Intelligence Systems for Molecular Biology (ISMB
2011), Vienna, Austria, July 17-19, 2011.

[78] Smoothing Proximal Gradient Method for General Structured Sparse Regression,
Invited talk, Duke Workshop on Sensing and Analysis of High-Dimensional Data, Duke University,
NC, July 26-28, 2011.

[79] Jointly Maximum Margin and Maximum Entropy Learning of Graphical Models,
Computer Science Department Colloquia, Princeton University, Princeton, New Jersey, October 6,
2011.

[80] On Learning High-Dimensional Sparse Structured Input-Output Models, with Applications to Genome-
Phenome Association Analysis of Complex Diseases and Web-Scale Image Understanding,
Applied Mathematics (APPM) Colloquium, University of Colorado at Boulder, Boulder, Colorado,
April 5, 2012.

[81] Topic Models, Latent Space Models, Sparse Coding, and All That: A systematic understanding of
probabilistic semantic extraction in large corpus,
Tutorial: The 50th Annual Meeting of the Association for Computational Linguistics, (ACL 2012),
Jeju , Korea, July 8-11, 2012.

[82] On Learning Sparse Structured Input-Output Models,
Keynote, EMNLP-CoNLL 2012, Jeju , Korea, July 12-14, 2012.

[83] Jointly Maximum Margin and Maximum Entropy Learning of Graphical Models,
Applied Mathematics Seminar, Yale University, New Haven, Connecticut, November 27, 2012.

[84] Reverse Engineering Evolving Gene Networks Underlying Developing Biological Systems: a princi-
pled statistical machine learning approach,
ISCB-Asia/SCCG 2012 Keynote Address, Shenzhen, China, December 18, 2012.

[85] Reverse Engineering Evolving Gene Networks Underlying Developing Biological Systems: A Princi-
pled Statistical Machine Learning Approach,
Correlated and High-Dimensional Data Seminar, Department of Biostatistics, Harvard University,
Boston, Massachusetts, March 14, 2013.

[86] Machine Learning Approaches to Network and Social Media,
Distinguished Lecture Series, George Mason University, Washington DC, April 19, 2013.

[87] Big Data, Big Model, and Big Learning,
CS Distinguished Lecture, University of Southern California, Los Angeles, May 22, 2013.

[88] An All-Inclusive New Paradigm of Learning of Graphical Models,
Keynote, 26th Canadian Conference on Artificial Intelligence, Regina, Saskatchewan, Canada, May
28-31, 2013.

[89] Reverse Engineering Evolving Gene Networks Underlying Developing Biological Systems: A Statis-
tical Machine Learning Approach,
Workshop of ”Dynamics of biological networks: from nodes’ dynamics to network evolution” Uni-
versity of Edinburgh, Edinburgh, UK, June 25-26, 2013.

[90] Genome-Phenome Association Analysis under Complex Structures,
Workshop of ”Heritability Analysis and Genetic Trait Prediction”, Twenty-first International Con-
ference on Intelligence Systems for Molecular Biology (ISMB 2013), Berlin, Germany, July 18-23,
2013.

[91] Genome-Phenome Association Analysis under Complex Structures,
Keynote, The 7th International Conference on Systems Biology (ISB 2013), Huangshan, China, Au-
gust 22-24, 2013.



[92] Big Data, Big Model, Big Learning
CS Distinguished Lecture, Georgia Institute of Technology, Atlanta, October 3, 2013.

[93] The Algorithmic and System Interface of Big Learning
SSC Seminar Series, University of Texas at Austin, Austin, October 18, 2013.

[94] Petuum: A New Algorithmic and System Framework for Big Learning
Invited Talk, Microsoft Research, Redmond, February 6, 2014.

[95] Big ML Software for Modern ML Algorithms, Tutorial (with Qirong Ho), 2014 IEEE International
Conference on Big Data (IEEE BigData 2014), Washington DC, USA, October 27-30, 2014.

[96] On Data Parallelism and Model Parallelism for Large Scale Machine Learning, Keynote, The 2nd
Workshop on Scalable Machine Learning: Theory and Applications, Washington DC, USA, October
27, 2014.

[97] A New Look at the System, Algorithm and Theory Foundations of Distributed Machine Learning,
Tutorial, The 21st ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD-
2015), August 10-13, 2015, Sydney, Australia. (Also presented in IJCAI, WWW, WSDM)

[98] On Spectral Graphical Models, and A New Look at Latent Variable Modeling in Natural Language
Processing, Keynote, The SIGNLL Conference on Computational Natural Language Learning (CoNLL
2015), July 30-31, 2015, Beijing, China.

[99] How to Go Really Big in AI: Strategies & Principles for Distributed Machine Learning, Keynote, The
7th Asian Conference on Machine Learning (ACML 2015), November 20-22, 2015, Hong Kong.

[100] Petuum+ for Big ML: what is next after the parameter server?
Invited Talk, Microsoft Faculty Summit, Seattle, July 13, 2016.

[101] Strategies and Principles for Distributed Machine Learning,
Invited Talk, Allen Institute for AI, 2016.

[102] The Machine Learning Behind Reading and Comprehension,
Keynote, Summit of Language and AI, China, 2016.

[103] System and Algorithm Co-Design, Theory and Practice for Distributed Machine Learning,
Invited Talk, Simons Institute for the Theory of Computing, Berkeley, 2017.

[104] PetuumMed: algorithms and system for EHR-based medical decision support,
Invited Talk, MIT, Boston, 2018.

[105] Standardized Tests as Benchmarks for Artificial Intelligence,
Tutorial, EMNLP, Melbourne, Australia, 2018.

[106] A Statistical Machine Learning Perspective of Deep Learning: Algorithm, Theory, and Scalable Com-
puting,
Tutorial, International Summer School on Deep Learning, Genova, Italy, 2018.

[107] A Civil Engineering Perspective on Artificial Intelligence From Petuum,
Distinguished Lectures in Computational Innovation, Columbia University, New York, 2018.

[108] Compositionality in Machine Learning,
Tutorial, Open Data Science Conference (ODSC) West, San Francisco 2019.

[109] A Blueprint of Standardized and Composable Machine Learning,
Invited Talk, Institute for Advanced Study, Princeton, 2020

[110] Learning from All Types of Experiences: A Unifying Machine Learning Perspective,
Tutorial, KDD. 2020

[111] From Performance-oriented AI to Production- and Industrial-AI,
Invited Talk, MIDAS Seminar Series, Michigan Institute for Data Science, University of Michigan,



2020

[112] Simplifying and Automating Parallel Machine Learning via a Programmable and Composable Par-
allel ML System,
Tutorial, AAAI. 2021

[113] It is time for deep learning to understand its expense bills,
Keynote, KDD Deep Learning Day, KDD. 2021

[114] Thoughts and Efforts on AI Meeting Production,
Jeffrey L. Elman Distinguished Lecture, Halicioglu Data Science Inst., UC San Diego. 2021

[115] From Learning, to Meta-Learning, to ”Lego-Learning” – theory, system, and applications,
Saw Swee Hock Lectureship, The University of Hong Kong, Aug 26, 2021.

[116] From Learning, to Meta-Learning, to ”Lego-Learning” – theory, system, and applications,
Keynote, LinkedIn Data Week, 2022.

[117] From Learning, to Meta-Learning, to ”Lego-Learning – A pathway toward autonomous AI,
AI Seminar Series, Carnegie Mellon University, 2022.

[118] TBD,
Keynote, 38th Conference on Uncertainty in Artificial Intelligence (UAI), Eindhoven, The Nether-
lands, 2022.

[119] TBD,
Distinguished Lecture, Computer Science Department, UIUC, 2022.

[120] TBD,
Keynote, IEEE International Conference on Data Mining (ICDM), Orlando, Florida, 2022.

[121] TBD,
Keynote, 21st IEEE Int. Conf. on Machine Learning and Applications (ICMLA), Bahamas, 2022.

[122] TBD,
Keynote, DeepLearn 2022 Winter, Bournemouth, United Kingdom, 2023.

Professional Service

• Invited or Guest Lecturer
– The ”Dragon Star Lecture” on Machine learning, 2009 (Tsinghua/Pekin University) and 2010

(Shanghai Jiaoto/Fudan University). Delivered a week-long 20 lecture series at the invitation of
the Chinese Academic of Science.

– Invited Lecturer on Probabilistic Graphical Models at University of Heidelberg, 2011. Delivered
a week long lecture series at the invitation of University of Heidelberg.

• Editorial Board of
– Journal of the American Statistical Association (associate editor)

– Annals of Applied Statistics (associate editor)

– Journal of Machine Learning Research (action editor)

– Machine Learning Journal (action editor)

– IEEE Transactions on Pattern Analysis and Machine Intelligence (associate editor)

– PLoS Computational Biology (guest associate editor)

• Member of
– DARPA Information Science and Technology (ISAT) Advisory Group



– NIH Biodata Management and Analysis (BDMA) Study Section

• Invited panelist/participant of
– DARPA CS Futures II, 2007-2008.

– International Expert Review Committee of the Doctoral Plus Program (DK-plus) ÒPopulation
GeneticsÓ of University of Vienna (October 22nd, 2008, and November 5, 2009), invited by the
Austrian Science Fund (FWF) Board of Trustees.

• Organizer or Co-Organizer for
– Workshop on ”Divergence Methods for Probabilistic Inference, ICML 2014

– Workshop on ”Spectral Learning”, NIPS 2012

– Workshop on Structured Sparsity: Learning and Inference, ICML 2011

– Workshop on Analyzing Graphs: Theories and Applications. Advances in Neural Information
Processing Systems 22, NIPS-08 (2008)

– Workshop on Statistical Models of Networks. Advances in Neural Information Processing Sys-
tems 21, NIPS-07 (2007)

– Workshop on Learning in Structured Output Spaces. The 24th International Conference on
Machine Learning, ICML-07 (2007)

– Institute of Mathematical Statistics (IMS) Session on Dynamic Network Models. International
Biometric Society-ENAR Annual Meetings, Atlanta, Georgia, 2007

– Workshop on Learning in Structured Output Spaces. The 23rd International Conference on
Machine Learning, ICML-06 (2006)

– Workshop on Statistical Network Analysis: Models, Issues and New Directions. The 23rd Inter-
national Conference on Machine Learning, ICML-06 (2006)

• Chair, co-Chair, or Senior Program Committee member for
– General Chair, The Thirtyfifth International Conference on Machine Learning, ICML-19 (2019)

– Program Committee Chair, The Thirtieth International Conference on Machine Learning, ICML-
14 (2014)

– Area Chair: Advances in Neural Information Processing Systems 26 NIPS-12, (2012).

– Area Chair: Advances in Neural Information Processing Systems 25 NIPS-11, (2011).

– Area Chair: The 28th International Conference on Machine Learning ICML-11, (2011).

– Area Chair: The 19th International Conference on Intelligent Systems for Molecular Biology
ISMB-11, (2011).

– SPC: The Seventeenth ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, KDD-11 (2011).

– Area Chair: The 18th International Conference on Intelligent Systems for Molecular Biology
ISMB-10, (2010).

– Tutorial Chair: The 7th Asia Pacific Bioinformatics Conference, APBC09 (2009)

– Publication Chair, and SPC, The Twenty-Fifth International Conference on Conference on Un-
certainty in Artificial Intelligence, UAI’09 (2009)

– SPC, The Fourteenth ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, KDD-08 (2008)

– SPC, The Fourteenth Annual International Conference on Research in Computational Molecular
Biology, RECOMB-10 (2010).



– SPC, The Thirteenth Annual International Conference on Research in Computational Molecular
Biology, RECOMB-09 (2009).

– SPC, The Twelfth Annual International Conference on Research in Computational Molecular
Biology, RECOMB-08 (2008).

– SPC, The Twenty-Fourth International Conference on Machine Learning, ICML-07 (2007)

• Program Committee member for
– The 24th International Conference on Conference on Uncertainty in Artificial Intelligence, UAI’08

(2008)

– European Conference on Computer Vision, ECCV-08 (2008)

– The NIPS workshop on Machine Learning in Computational Biology, NIPS (2007)

– Joint Conference on Empirical Methods in Natural Language Processing and Computational
Natural Language Learning, EMNLP-CoNLL (2007)

– The 11th IEEE International Conference on Computer Vision, ICCV (2007)

– IEEE Conference on Computer Vision and Pattern Recognition Program, CVPR (2007, 2008)

– SIAM International Conference on Data Mining, SDM (2007)

– Workshop on Multimodal Information Retrieval. The Twentieth International Joint Conference
of Artificial Intelligence, IJCAI (2007)

– Workshop on Learning with Nonparametric Bayesian Mothods. The Twenty-Third International
Conference on Machine Learning, ICML (2006)

– The Twenty-Third International Conference on Machine Learning, ICML (2006)

– The Twenty-First, Twenty-Third, National Conference on Artificial Intelligence, AAAI (2006,
2008), and and AAAI-08 Nectar track (2008)

– The Fourth and Seventh Asia-Pacific Bioinformatics Conference, APBC (2006, 2009)

– The Sixteenth, Seventeenth and Eighteenth International Conference on Genome Informatics
(2005, 2006, 2007)

– The Tenth and Eleventh International Conference on Artificial Intelligence and Statistics, AIS-
TAT (2005, 2007)

– The First, Second, Third, and Fifth Annual RECOMB Satellite Workshop on Regulatory Ge-
nomics (2004, 2005, 2006, 2008)

• Reviewer for
– American Journal of Human Genetics,

– Annals of Applied Statistics,

– Proc. Natl. Acad. Sci.,

– PLOS Computational Biology,

– PLOS Genetics,

– ACM Transactions on Knowledge Discovery from Data,

– Bioinformatics,

– BMC Bioinformatics,

– International Journal of Computer Vision,

– Journal of American Statistical Association,

– Journal of Computational Biology,



– Journal of Machine Learning Research,

– Journal of Artificial Intelligence Research,

– IEEE Transactions on Information Theory,

– Genome Research,

– Knowledge and Information Systems,

– Machine Learning,

– Nature, Methods,

– Nucleic Acid Research,

– Social Networks,

– Statistica Sinica,

– Annual Conference on Advances in Neural Information Processing Systems (NIPS),

– Annual Conference on Uncertainty in Artificial Intelligence (UAI),

– Annual Conference on International Conference on Machine Learning (ICML),

– Annual IEEE Conference on Computer Vision and Pattern Recognition (CVPR),

– Annual Conference on Research in Computational Molecular Biology (RECOMB),

– Annual Conference on Intelligent Systems for Molecular Biology (ISMB),

– Annual Pacific Symposium on Biocomputing (PSB),

– National Conference on Artificial Intelligence (AAAI).

• Grant Panelist (domestic) for
– Biological Databases & Informatics, National Science Foundation

– Information & Knowledge Management panel, IIS, National Science Foundation

– Plant Genome Research Program, National Science Foundation

– NSF Career Panel

– NSF RI/IIS Panel

– NIH BDMA study section

– NIH Special Emphasis Panel

– NIH DirectorÕs New Innovator Award Panel

• Grant and Award Reviewer/Panelist (international) for
– Austrian Science Fund (FWF)

– British Computer Society (BCS), Distinguished Dissertation Award

– Canada Foundation for Innovation (CFI)

– Israel Science Foundation

– The Research Grants Council (RGC) of Hong Kong

– The Wellcome Trust

• Professional organizations:
– American Statistical Association (ASA: ID 137567),

– Institute of Mathematical Statistics (IMS: ID 31579),

– Society for Industrial and Applied Mathematics (SIAM: ID 20837743),



– Association for Computing Machinery (ACM: ID 9708021),

– Institute of Electrical and Electronics Engineers (IEEE),

– International Society for Bayesian Analysis (ISBA),

– American Association for Artificial Intelligence (AAAI),

– American Association for Cancer Research (AACR),

– International Society for Computational Biology (ISCB).

University Services (A partial listing)

• Annual Machine Learning Summer School, co-organizer (2005, 2006), Machine Learning Depart-
ment, CMU.

• Faculty Search Committee, member (2006, 2007, 2008, 2012, 2013,2015,2016), chair (2013,2015),
Machine Learning Department, CMU.

• Admissions Committee, member (2006), Machine Learning Department, CMU.

• Admissions Committee, member (2005), Language Technology Institute, CMU.

• Admissions Committee, member (2006), chair (2007, 2008), Joint CMU-Pitt Ph.D. Program in Com-
putational Biology.

• Curriculum Committee, member (2006, 2007), Joint CMU-Pitt Ph.D. Program in Computational Bi-
ology.

• ACM Doctoral Dissertation Award and SCS Best Thesis Award Committee, member (2007), chair
(2008), SCS, CMU.

• New Collaborations Competition, Reviewer (2007), Language Technology Institute, CMU.

Advising

Current students, Postdocs, and Research Scientists:

Graduate Student:

Current Ph.D. Students: Sangkeun Choe (LTI), Caleb Ellington (CBD), Han Guo (LTI), Lingjing Kong
(CSD), Xiangchen Song (MLD), Bowen Tan (LTI)

Post Doctoral Fellow and Project Scientist: Hongyi Wang (University of Wisconsin - Madison)

Students graduated:
Henry Lin (LTI, M.S. 2006, now Research Scientist at Microsoft Research)
Bing Zhao (LTI, Ph.D. 2007, now Research Scientist at Stanford Research Institute (SRI))
Steve Hanneke (MLD, Ph.D. 2009, now Asst. Prof. stat@CMU)
Wenjie Fu (CSD, MS. 2009, now Software Engineer at Facebook)
Pradipta Ray (LTI, Ph.D. 2010, now Research Scientist at U. of Texas)
Amr Ahmed (LTI, Ph.D. 2011, now Research Scientist at Google, KDD 2012 best dissertation winner)
Hetunandan Kamichetty (CSD, Ph.D. 2011, now Research Scientist at Facebook, honorable mention, SCS
Doctoral Dissertation Award, 2011.))
Ross Curtis (CompBio, Ph.D. 2011, now Software Engineer at AncestryDNA)



Kyung-Ah Sohn (CSD, Ph.D. 2011, now Assistant Professor at Ajou University, South Korea)
Anuj Goyal (LTI, M.S. 2012, now Software Engineer at LinkedIn)
Andre Martins (LTI, Ph.D. 2012, now Research Scientist, Priberam Labs and Instituto Superior Tcnico,
honorable mention, SCS Doctoral Dissertation Award, 2012.)
Suyash Shringarpure (MLD, Ph.D. 2012, now Postdoc at Stanford University)
Mladen Kolar (MLD, Ph.D. 2013, now Assistant Professor at U. of Chicago, KDD 2014 best dissertation
honorable mention)
Kriti Puniyani (LTI, Ph.D. 2013, now Research Scientist at Google)
Gunhee Kim (CSD, Ph.D. 2013, now Assistant Professor at Seoul National University, KDD 2014 best dis-
sertation winner)
Judie Howrylak (M.D./Ph.D., 2013, now Assistant Professor, Penn State University Medical Center)
Abhimanu Kumar (LTI, MS, 2014, now Director of Engineer, GageIn)
Qirong Ho (MLD, Ph.D. 2014, (now CTO, Petuum Inc. KDD 2015 best dissertation runner-up)
Bin Zhao (MLD, Ph.D. 2014, VP of ML at Petuum Inc.)
Seunghak Lee (CSD, Ph.D. 2015, now Research Scientist, Human Longevity)
Ankur Parikh (MLD, Ph.D. 2015, now Research Scientist at Google, Assistant Professor at NYU)
Seunghak Lee (2016, Research Scientist, Facebook)
Pengtao Xie (2018, Assistant Professor at UCSD)
Wei Dai (2018, Research Scientist, Apple)
Jin Kyu Kim (2019, Research Scientist, Facebook)
Willie Neiswanger (2019, Postdoc Associate at CMU)
Mrinmaya Sachan (2019, Assistant Professor at ETH Zurich)
Jinliang Wei (2020, Engineer, Google)
Kumar Avinava Dubey (2020, Research Scientist, Google)
Zhiting Hu (2020, Assistant Professor, UCSD)
Xun Zheng (2020, Research Scientist, Waymo)
Lisa Lee (2020, Research Scientist, Google)
Hao Zhang (2020, PostDoc, UC Berkeley)
Aurick Qiao (2021, CEO, Petuum Inc)
Maruan Al-Shedivat (2021, Principal Research Scientist, Genesis Therapeutics)
Ben Lengerich (2021, Postdoc, MIT)
Haohan Wang (2021, Assistant Professor, UIUC)

Postdocs graduated:
Seyoung Kim (2010, Asst. Prof. cs@CMU)
Le Song (2011, Asst. Prof. cs@ Georgia Tech)
Jun Zhu (2011, Asso Prof. cs@Tsinghua Univ)
Jacob Eisenstein (2012, Asst Prof. cs@ Georgia Tech)
Sinead Williamson (2013, Asst Prof. stat@UT Austin)
Chong Wang (2014, Microsoft Research)
Junming Yin (2014, Asst Prof. business@Arizona State University)
Andrew Wilson (2016, Asst Prof. cs@Cornell University)
Yaoliang Yu (2016, Asst Prof. cs@University of Waterloo)
Xiaodan Liang (2018, Associate Prof. cs@ZhongShang University)
Bryon Aragam (2019, Asst Prof. at U. of Chicago)

Served or serving on the thesis committee of:
Edoardo Airoldi (CSD), Anton Chechetka (RI), Shay Cohen (LTI), Jason Ernest (ML), Kevin Gimpel



(LTI), Lei Li (CSD), Weihao Lin (LTI), Yan Liu (LTI), Yong Lu (CSD), Pradeep Ravikumar (ML), Indrayana
Rustandi (CSD), Chenhe Yuan (Pitt, CS), Yu-Chiang Frank Wang (ECE).


